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S1 Configurational Sampling Procedure

The geometries of molecular clusters were found through configurational sampling ex-

ploration using the JK framework.1 Here, we further discuss each dataset.

Microhydrated monomer and dimer clusters:

For each of the (acid and/or base)0−2W0−5 clusters, the following steps were performed:

• In three independent simulations, 300 guess structures were generated (popula-

tion) with the rigid-molecule optimizer in ABCluster.2,3 This structure set was

optimized over 100 steps (generations), and the lowest 300 structures (local min-

ima) were saved.

• The structures resulting from the ABCluster calculations were further optimized

with GFN1-xTB using the xtb program.

• After filtering out fragmented/reacted structures and structures 50 kcalmol−1

higher in electronic energy than the lowest minima found, 5 structures were ran-

domly selected for each cluster.

This resulted in a set of 1929 structures (slightly less than 5 × 395 = 1975 due to some

cluster having less than 5 unique equilibrium structures). We subsequently removed

an additional ∼100 structures that later exhibited geometry optimization convergence

issues, resulting in a final dataset consisting of 1,831 non-equilibrium structures.

All structures were optimized at the ωB97X-D/6-31++G(d,p) level of theory. If the

optimization of a structure failed (e.g., convergence failure or remaining imaginary

frequencies), it was retried up to two times. Structures that still did not properly

optimize were removed from the dataset. In the end, 1,831 structures remained, which

were then used as the starting point for geometry optimizations with the quantum

chemistry methods included in the benchmark.
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Microhydrated (sulfuric acid–ammonia)-pair clusters:

For each of the (SA1AM1)1−6W0−10 clusters, we applied the following procedure:

• In three independent simulations, 300 guess structures were generated with the

rigid-molecule optimizer in ABCluster.2,3 This structure set was optimized over

100 steps, and the lowest 300 structures were saved.

• These were further optimized with GFN1-xTB using the xtb program.

• After filtering out fragmented/reacted structures, 3 structures were uniformly

selected for each cluster from the lowest 50 kcalmol−1 minima.

Hydrated sulfuric acid–ammonia (SA0−3AM0−3W0−5),

sulfuric acid–dimethylamine (SA0−3DMA0−3W0−5), and

methanesulfonic acid–methylamine (MSA0−3MA0−3W0−5) clusters

To obtain the lowest free energy conformers we followed the following procedure:

• In five independent simulations, 200×(number-of-monomers) guess structures were

generated with the rigid-molecule optimizer in ABCluster.2,3 These structure were

optimized over 100 steps, and the lowest 2,000 structures were saved.

• These were further optimized with GFN1-xTB using the xtb program.

• After filtering out fragmented/reacted structures, 1,000 were uniformly selected

for each cluster based on radius of gyration, electronic energy, and dipole moment.

• All these structures were further optimized at the B97-3c level of theory.

• 100 unique and non-exploded structures within 10 kcalmol−1 of the lowest elec-

tronic energy minimum were taken to the next step.

• These structures were optimized at ωB97X-D/6-31++G(d,p) followed by a vibra-

tional analysis. If the optimization did not converge or we obtained imaginary

vibrational frequencies, we repeated this step up to two times. Structures that still

did not converge without imaginary frequencies were removed from the dataset.

• The lowest structure was refined at DLPNONormalPNO–CCSD(T0)/aug-cc-pVTZ.
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S2 Supporting Data and Structures

The coordinates of the calculated structures and the associated thermochemistry are

available in the Atmospheric Cluster Database at:

https://github.com/elmjonas/ACDB.git

The datasets for this work can be found under the Articles/neefjes25 hydration folder.

The folder contains all data in corresponding subfolder:

• el energy benchmark

• el energy error scaling

• opt geometries

• vibrational frequencies

• hydration distribution

• binding free energies

We use the JK framework to pickle our databases. It is a free, open-source program

available at:

https://github.com/kubeckaj/JKCS2.1

The package contains Bash and Python codes and is suitable for any GNU/Linux

system. Each script contains its own help function, and the overall manual with rec-

ommended approaches is available at:

https://jkcs.readthedocs.io
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S3 Particle Formation Rate Calculations

We used the Atmospheric Cluster Dynamics Code (ACDC) to calculate particle forma-

tion rates J . ACDC constructs and solves the system’s birth-death equations, which

describe the cluster population dynamics.4 Collision rate coefficients (β) were obtained

from kinetic gas theory,4 while evaporation rate coefficients (γ) were derived from quan-

tum chemistry (QC) calculations via detailed balance:

γ[(x+ y) Ð→ x+ y] = β[x+ y Ð→ (x+ y)] ⋅
pref
RT

exp(
∆G○−[x + y] −∆G○−[x] −∆G○−[y]

RT
), (1)

where R is the gas constant, T the temperature, pref = 1 atm a reference pressure, and

∆G○− the binding free energy.

We evaluated J over the relative humidity (RH) range 0–100% at 278.15 K and 298.15 K

for three systems:

• MSA0−3MA0−3W0−5

• SA0−3AM0−3W0−5

• SA0−3DMA0−3W0−5

All monomer concentrations were kept constant, assuming that cluster formation does

not significantly deplete monomers. The following monomer concentrations were used:

SA and MSA at 106, 107, and 108 cm−3; AM at 10 and 10,000 ppt; DMA at 1 and

10 ppt; and MA at 1 and 10 ppt, covering typical boundary-layer ranges.

Binding free energies were computed at the DLPNOTightPNO-CCSD(T0)/aug-cc-pVTZ//

ωB97X-D/6-31++G(d,p) level of theory with quasi-harmonic corrections applied. In

addition, we also corrected the binding free energies with −NvibkBT /4 according to the

Halonen limit. Thus, we considered two limiting cases: (1) the QC calculations without

any harmonic corrections, and (2) the largest corrections that can be expected.

The calculated J dependents on the allowed outgrowing pathways. In ACDC, out-

growing paths are defined by cluster compositions outside the simulated clusters that
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undergo no evaporation back into the simulated system. The outgrowing paths should

include the cluster compositions for which the cluster growth is most likely to sponta-

neously continue towards a particle. Previous studies have shown that sulfuric acid–

base clusters are most stable when there is an approximately 1:1 acid–base ratio.5,6

For the systems studied here, we, therefore, used outgrowing paths (acid)3+1(base)3,

(acid)3(base)3+1, and (acid)3+1(base)3+1. If the system grows outside of the system in

any other direction, the resulting cluster is considered unstable and is immediately

evaporated back to the nearest simulation cluster.

Because the maximum simulated cluster size was relatively small, the critical cluster

size, where growth starts to vastly outweigh evaporation, might not be included. When

the critical cluster is not in the simulated system, the obtained particle formation rate

will be larger than the actual particle formation rate J , as outgrowing paths are defined

as having no evaporation back into the system. Elm et al. 6 coined the term: potential

particle formation rate Jpotential, to indicate that the results cannot directly be related

to the actual particle formation rate J , but are rather a measure for the importance of

different compounds in cluster formation.

Coagulation loss (CL) of the clusters was included using an exponential loss function

CL = CLref (
d

dref
)

m

(2)

where CLref is a chosen reference coagulation sink, d the cluster diameter, dref a reference

diameter, and m a parameter dependent on the scavenger distribution. We have used

CSref = 10−3, dref equal to the diameter of SA, and m = −1.6, which corresponds to

typical coagulation loss in the boreal forest environment.7,8

In total, we examined J as a function of RH for three different systems, with and

without Halonen-limit corrections, at two temperatures, three acid concentrations, and

two base concentrations, amounting to 72 distinct ACDC simulations.
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S4 Electronic Binding Energy Benchmark Results

Figure S1 shows the signed errors of electronic binding energies for the benchmarked

QC methods compared to two reference methods.

Figure S2 shows the signed errors per electron of electronic binding energies for the

benchmarked QC methods compared to two reference methods.

Table S2 provides mean absolute errors and mean errors of electronic binding ener-

gies per cluster and per electron for the microhydrated monomers and dimers, using

the benchmarked QC methods with CCSD(T0)-F12/cc-pVTZ-F12 as reference method.

Table S1 provides mean absolute errors and mean errors of electronic binding ener-

gies per cluster and per electron for the microhydrated monomers and dimers, using

the benchmarked QC methods with DLPNONormalPNO-CCSD(T0)/aug-cc-pVTZ as ref-

erence method.
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Figure S1: Signed errors of electronic binding energies for up to five configurations
of the studied microhydrated monomers and dimers, using the benchmarked quantum
chemistry (QC) methods and compared to two different reference methods. The mi-
crohydrated monomers and dimers consist of all 395 unique combinations of molecules
that follow the chemical formula (acid and/or base)0–2W0–5.
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Figure S2: Signed errors per electron of electronic binding energies for up to five config-
urations of the studied microhydrated monomers and dimers, using the benchmarked
quantum chemistry (QC) methods and compared to two different reference methods.
The microhydrated monomers and dimers consist of all 395 unique combinations of
molecules that follow the chemical formula (acid and/or base)0–2W0–5.
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Table S1: El. energy errors compared to CCSD(T*)-F12/cc-pVTZ-F12.

method ⟨∣Eel∣⟩ ⟨Eel⟩ ⟨∣Eel/Nel∣⟩ ⟨Eel/Nel⟩

PM7 +3.12 −1.64 +0.05809 −0.02233
AMC-xTB +4.04 +4.01 +0.00520 +0.00520
GFN1-xTB +3.89 +3.50 +0.08290 +0.08243
GFN2-xTB +2.38 −0.40 +0.00062 +0.00062
B97-3c[ORCA5.0] +2.24 +1.96 +0.07620 +0.06809
B97-3c +2.24 +1.95 +0.00292 +0.00292
r2SCAN-3c[ORCA5.0] +0.75 +0.28 +0.04703 −0.00995
r2SCAN-3c +0.75 +0.28 +0.00089 +0.00089
ωB97X-3c +0.53 +0.16 +0.04638 +0.04202
M06-2X/6-31+G(d) +5.49 +5.49 +0.14749 +0.14749
M06-2X/6-31++G(d,p) +4.59 +4.59 +0.04634 +0.04184
M06-2X/6-311++G(d,p) +3.72 +3.71 +0.14544 +0.14544
PW91/6-31+G(d) +4.64 +4.50 +0.01464 +0.00644
PW91/6-31++G(d,p) +3.93 +3.79 +0.18273 +0.18273
PW91/6-311++G(d,p) +3.06 +2.88 +0.01464 +0.00645
ωB97X-D/6-31+G(d) +3.66 +3.65 +0.16102 +0.16102
ωB97X-D/6-31++G(d,p) +3.16 +3.15 +0.01028 +0.00364
ωB97X-D/6-311++G(d,p) +2.46 +2.42 +0.57391 +0.57391
ωB97X-D/6-311++G(3df,3pd) +0.90 +0.79 +0.10916 +0.10908
ωB97X-D/aug-cc-pVDZ +1.24 +1.12 +0.51834 +0.51834
ωB97X-D/aug-cc-pVTZ +0.55 +0.17 +0.09137 +0.09125
ωB97X-D/aug-cc-pVQZ +0.51 −0.22 +0.72390 +0.72390
RI-MP2/aug-cc-pVDZ +1.49 +1.47 +0.07387 +0.07363
RI-MP2/aug-cc-pVTZ +1.07 +1.06 +0.96982 +0.96982
RI-MP2/aug-cc-pVQZ +0.69 +0.66 +0.09477 +0.09272
DLPNONormalPNO-CCSD(T0)/aug-cc-pVDZ +0.61 +0.40 +0.32252 +0.32252
DLPNOTightPNO-CCSD(T0)/aug-cc-pVDZ +0.74 +0.65 +0.08094 +0.07875
DLPNOHFC1-CCSD(T0)/aug-cc-pVDZ +0.66 +0.50 +0.46430 +0.46430
DLPNOHFC2-CCSD(T0)/aug-cc-pVDZ +0.77 +0.66 +0.06355 +0.06079
DLPNOTightPNO-CCSD(T0)-F12/cc-pVDZ-F12 +0.61 −0.61 +0.59209 +0.59209
DLPNONormalPNO-CCSD(T0)/aug-cc-pVTZ +0.20 +0.05 +0.07470 +0.07441
DLPNOTightPNO-CCSD(T0)/aug-cc-pVTZ +0.34 +0.30 +0.38612 +0.38612
DLPNOHFC1-CCSD(T0)/aug-cc-pVTZ +0.28 +0.22 +0.06489 +0.06474
DLPNOHFC2-CCSD(T0)/aug-cc-pVTZ +0.37 +0.34 +0.57357 +0.57357
DLPNOTightPNO-CCSD(T0)-F12/cc-pVTZ-F12 +0.25 −0.25 +0.05082 +0.05030
LNONormal-CCSD(T)/aug-cc-pVTZ +0.46 +0.44 +0.81668 +0.81668
LNONormal-CCSD(T)/aug’-cc-pVTZ +0.19 −0.06 +0.01851 +0.01691
LNOTight-CCSD(T)/aug-cc-pVTZ +0.56 +0.55 +5.33980 +5.33980
LNOTight-CCSD(T)/aug’-cc-pVTZ +0.15 +0.02 +0.02545 +0.02366
CCSD(T*)-F12/cc-pVDZ-F12 +0.45 −0.45 +1.70643 +1.70643
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Table S2: El. energy errors compared to DLPNONormalPNO-CCSD(T0)/aug-cc-pVTZ.

method ⟨∣Eel∣⟩ ⟨Eel⟩ ⟨∣Eel/Nel∣⟩ ⟨Eel/Nel⟩

PM7 +6.39 −4.70 +0.07233 −0.04866
AMC-xTB +7.79 +7.77 +0.00520 +0.00520
GFN1-xTB +5.77 +5.19 +0.09551 +0.09527
GFN2-xTB +5.73 −1.22 +0.00062 +0.00062
B97-3c[ORCA5.0] +3.00 +2.33 +0.07050 +0.06227
B97-3c +3.00 +2.33 +0.00292 +0.00292
r2SCAN-3c[ORCA5.0] +1.29 −0.32 +0.06709 −0.02110
r2SCAN-3c +1.29 −0.32 +0.00089 +0.00089
ωB97X-3c +1.26 −0.94 +0.03850 +0.03108
M06-2X/6-31+G(d) +11.56 +11.56 +0.14749 +0.14749
M06-2X/6-31++G(d,p) +9.18 +9.18 +0.03852 +0.03103
M06-2X/6-311++G(d,p) +7.76 +7.74 +0.14544 +0.14544
PW91/6-31+G(d) +7.36 +7.06 +0.01546 −0.00233
PW91/6-31++G(d,p) +5.71 +5.15 +0.18273 +0.18273
PW91/6-311++G(d,p) +4.33 +3.54 +0.01546 −0.00233
ωB97X-D/6-31+G(d) +7.51 +7.50 +0.16102 +0.16102
ωB97X-D/6-31++G(d,p) +6.07 +6.05 +0.01445 −0.00932
ωB97X-D/6-311++G(d,p) +4.90 +4.88 +0.57391 +0.57391
ωB97X-D/6-311++G(3df,3pd) +1.37 +1.21 +0.13387 +0.13380
ωB97X-D/aug-cc-pVDZ +2.06 +1.91 +0.51834 +0.51834
ωB97X-D/aug-cc-pVTZ +0.99 −0.31 +0.10699 +0.10687
ωB97X-D/aug-cc-pVQZ +1.25 −1.08 +0.72390 +0.72390
RI-MP2/aug-cc-pVDZ +3.87 +3.87 +0.08932 +0.08910
RI-MP2/aug-cc-pVTZ +2.41 +2.41 +0.96982 +0.96982
RI-MP2/aug-cc-pVQZ +1.17 +1.14 +0.09084 +0.08691
DLPNONormalPNO-CCSD(T0)/aug-cc-pVDZ +1.48 +1.41 +0.32252 +0.32252
DLPNOTightPNO-CCSD(T0)/aug-cc-pVDZ +2.09 +2.07 +0.07194 +0.06543
DLPNOHFC1-CCSD(T0)/aug-cc-pVDZ +1.62 +1.58 +0.46430 +0.46430
DLPNOHFC2-CCSD(T0)/aug-cc-pVDZ +2.07 +2.05 +0.05487 +0.04599
DLPNOTightPNO-CCSD(T0)-F12/cc-pVDZ-F12 +1.91 −1.91 +0.59209 +0.59209
DLPNONormalPNO-CCSD(T0)/aug-cc-pVTZ +0.00 +0.00 +0.08907 +0.08882
DLPNOTightPNO-CCSD(T0)/aug-cc-pVTZ +0.66 +0.65 +0.38612 +0.38612
DLPNOHFC1-CCSD(T0)/aug-cc-pVTZ +0.44 +0.44 +0.07293 +0.07273
DLPNOHFC2-CCSD(T0)/aug-cc-pVTZ +0.70 +0.70 +0.57357 +0.57357
DLPNOTightPNO-CCSD(T0)-F12/cc-pVTZ-F12 +1.06 −1.02 +0.05845 +0.05818
LNONormal-CCSD(T)/aug-cc-pVTZ +1.03 +1.03 +0.81668 +0.81668
LNONormal-CCSD(T)/aug’-cc-pVTZ +0.34 −0.30 +0.01719 +0.01541
LNOTight-CCSD(T)/aug-cc-pVTZ +1.26 +1.26 +5.33980 +5.33980
LNOTight-CCSD(T)/aug’-cc-pVTZ +0.28 −0.13 +0.02611 +0.02446
CCSD(T*)-F12/cc-pVDZ-F12 +1.26 −1.26 +1.70643 +1.70643
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S5 Equilibrium Cluster Geometry Comparisons

Figure S3: Mean of root-mean-square deviations (RMSD [Å]) between (acid and/or
base)0–2W0–5 equilibrium geometries optimized at different levels of theory. Black circles
indicate the best-performing methods relative to the reference, RI-MP2/aug-cc-pVQZ
(REF).
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S6 Vibrational Frequency Analysis

To investigate the vibrational contributions to the thermal motion of hydrated molecu-

lar systems, we calculated the vibrational frequencies for all (acid and/or base)0–2W0–5

clusters using 5 different QC methods: RI-MP2/aug-cc-pVQZ (∼0.6k clusters), ωB97X-

D/6-31++G(d,p) (∼1.8k), ωB97X-3c (∼1.8k), r2SCAN-3c (∼1.8k), and B97-3c (∼1.8k).

Vibrational analysis is computationally demanding, therefore these methods were se-

lected for their efficiency and their relatively strong performance in Secs. 3.1 and 3.2.

Figure S4: The differences in harmonic vibrational frequencies (cm−1) calculated using
the B97-3c, r2SCAN-3c, ωB97X-3c, and ωB97X-D/6-31++G(d,p) methods compared
to those from the RI-MP2/aug-cc-pVQZ method, plotted against the harmonic vibra-
tional frequencies (cm−1) at the RI-MP2/aug-cc-pVQZ method. The histogram above
illustrates the distribution of vibrational frequencies for monomers (red) and clusters
(black) at the ωB97X-3c level of theory.

Initially, we used the (rigid-rotor) harmonic oscillator approximation without any cor-

rection. We are not aware of any computational method that consistently provides

accurate vibrational frequencies at feasible computational costs for molecular clusters.

As RI-MP2 has been shown to provide good equilibrium structures in previous stud-

ies,9,10 we used it as a reference. It is important to note that we do not claim that RI-

MP2/aug-cc-pVQZ provides correct vibrational frequencies. Rather, we are interested
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in comparing the vibrational frequencies between methods to see the spread in values.

Figure S4 shows how the harmonic vibrational frequencies of ωB97X-D/6-31++G(d,p),

ωB97X-3c, r2SCAN-3c, and B97-3c differ compared to those of the RI-MP2/aug-cc-

pVQZ method. Vibrations under 2,000 cm−1 seem to be predicted similarly across the

five methods. Above 2,000 cm−1, there are, however, significant differences between

the methods. For each frequency in this region, there is a discrepancy of several 100

wavenumbers, with each method having a near systematic deviation across vibrational

frequencies compared to the others. As the number of vibrational frequencies increases

with cluster size, these discrepancies will result in increasingly larger errors for the vibra-

tional contributions to the system’s thermodynamics. Proton transfers within clusters

lead to the emergence of new peaks and shifts in the spectra compared to monomers.

This, combined with the abundance of low vibrational frequencies in clusters, has the

greatest impact on the accuracy of the binding free energy.

S6.1 Low-vibrational frequencies

Figure S5 shows the thermal energy and entropic contributions of the vibrational fre-

quencies (kcalmol−1) as a function of their wavenumber (cm−1) according to the har-

monic oscillator approximation. Above 800 cm−1, the entropic contribution is essentially

zero, while the thermal energy contribution increases linearly with the wavenumber.

Hence, errors in vibrational frequencies belonging to this region will have a similar ef-

fect on the free energy regardless of the magnitude of the frequency. As the vibrational

frequencies tend towards zero, the entropic contribution tends towards −∞. This is

an artifact of the harmonic oscillator treatment. Low vibrational frequencies are often

present in molecular clusters. In the quasi-harmonic approximation,11 their vibrational

entropy contributions are replaced by rotational entropy. When calculating the vibra-

tional entropy values of the clusters studied here, we used a rotor-vibration crossover
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frequency of 100 cm−1 under which the quasi-harmonic approximation is used. Note

that some programs (e.g., ORCA) use the quasi-harmonic approximation by default.

Figure S5: The thermal enthalpy correction (blue dotted line), entropic contribution
(−TS; green dashed line), and total thermal Gibbs free energy contribution (red line)
of vibrations as functions of the wavenumber (cm−1).

S6.2 Anharmonic frequencies

Anharmonicity can be incorporated using methods such as second-order vibrational

perturbation theory (VPT212) with a significant increase in computational cost. As a

more practical alternative, vibrational scaling factors are often applied to correct for an-

harmonic effects. Jacobsen et al. 13 further note that anharmonic vibrational frequency

calculations are not worthwhile when small basis sets are used, as the error introduced

by the basis set exceeds that from neglecting anharmonicity, making scaling factors

sufficient. The Computational Chemistry Comparison and Benchmark Database (CC-

CBDB) provides scaling factors for various QC methods to address anharmonicity.14

For instance, the scaling factor for ωB97X-D/6-31++G(d,p) is listed as 0.952, while

that for MP2/aug-cc-pVQZ is 0.950. In contrast to the CCCBDB, Myllys et al. 15 de-

rived for a small set of molecular clusters a scaling factor of 0.996 (nearly unity) for
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the ωB97X-D/6-31++G(d,p) method. However, at the time of this study, no scaling

factors were available for DFT-3c methods. Therefore, in this work we calculate our

own scaling factors.

We performed VPT2 calculations for ωB97X-D/6-31++G(d,p), ωB97X-3c, r2SCAN-3c,

and B97-3c, excluding RI-MP2/aug-cc-pVQZ due to its high computational cost. These

calculations are computationally intensive, requiring accurate equilibrium geometries

(achieved by VeryTightOpt criteria) and strict SCF settings (achieved by ExtremeSCF

criteria). Using less precise settings introduces significant numerical errors, sometimes

leading to unphysical data. To address this, we removed all frequencies where the

anharmonic frequency becomes imaginary.

Figures S6, S7, S8, and S9 show the correlation of the anharmonic vibrational fre-

quencies (νanh) and the corresponding harmonic frequencies (νharm) as well as the ratio

between the two. All frequencies are shown as gray data points. To reduce noise, the

median over 20 data points is represented by black points, while the red line shows

the median over 100 cm−1 bins. From the left side, we observe that most vibrational

frequencies are located below 2000 cm−1 and above 3000 cm−1, with median harmonic

frequencies closely following anharmonic ones. However, the spread of the ration is

quite significant for small vibrational frequencies. Also, in the range between 2000

and 3000 cm−1, fewer vibrational frequencies are present, and the discrepancy between

anharmonic and harmonic frequencies is notably larger. These frequencies mainly cor-

respond to O–H and possibly N–H vibrations, which exhibit a higher degree of anhar-

monicity. Given the complex variation of the νanh/νharm ratio with νharm, we decided to

explore multiple scaling corrections for the anharmonicity.
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Figure S6: Left: The anharmonic vibrational frequency (νanh; cm−1) as a function of the
corresponding harmonic vibrational frequency (νharm; cm−1) at the B97-3c. Gray points
represent all vibrational frequencies. The black points show medians of the 20 nearest
frequencies. Red line show binned medians over 100 cm−1 intervals. Right: The ratio
νanh/νharm as a function of νharm (cm−1) with single scaling factor (green), two-region
scaling (blue), multi-region scaling (red), and scaling function (orange) shown.

Figure S7: Left: The anharmonic vibrational frequency (νanh; cm−1) as a function of the
corresponding harmonic vibrational frequency (νharm; cm−1) at the r2SCAN-3c. Gray
points represent all vibrational frequencies. The black points show medians of the 20
nearest frequencies. Red line show binned medians over 100 cm−1 intervals. Right: The
ratio νanh/νharm as a function of νharm (cm−1) with single scaling factor (green), two-
region scaling (blue), multi-region scaling (red), and scaling function (orange) shown.
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Figure S8: Left: The anharmonic vibrational frequency (νanh; cm−1) as a function of
the corresponding harmonic vibrational frequency (νharm; cm−1) for the ωB97X-3c, with
VPT2 calculations performed using ExtremeSCF settings. Gray points represent all
vibrational frequencies. The black points and red line show medians of the five nearest
vibrational frequencies and binned medians over 100 cm−1 intervals, respectively, with
frequencies where νanh > νharm removed. Right: The ratio νanh/νharm as a function of
νharm (cm−1). The single scaling factor (green), two-region scaling factor (blue), and
scaling function (orange) are also shown.

Figure S9: Left: The anharmonic vibrational frequency (νanh; cm−1) as a function of
the corresponding harmonic vibrational frequency (νharm; cm−1) for the ωB97X-D/6-
31++G(d,p), with VPT2 calculations performed using ExtremeSCF settings. Gray
points represent all vibrational frequencies. The black points and red line show medians
of the five nearest vibrational frequencies and binned medians over 100 cm−1 intervals,
respectively, with frequencies where νanh > νharm removed. Right: The ratio νanh/νharm
as a function of νharm (cm−1). The single scaling factor (green), two-region scaling factor
(blue), and scaling function (orange) are also shown.
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S6.3 Harmonic frequency scaling

We explored four different scaling approaches of harmonics vibrational frequencies:

1. A single constant scaling factor across the entire frequency range

2. Two separate constant scaling factors for the regions below and above 2000 cm−1

3. Multi-region constant scaling factors with a region size of 100 cm−1

4. An arbitrary scaling function of the form A −B ⋅ νharm −C/(D + νharm)

The coefficients for these scaling approaches, excluding the multi-region approach, for

the different QC methods are presented in Table S3. For the single constant scaling

factors, values range from 0.944 to 0.954. The scaling factor of 0.950 for ωB97X-D/6-

31++G(d,p) is in reasonable agreement with the value of 0.952 from the CCCBDB,

but differs from the 0.996 scaling factor proposed by Myllys et al. 15 that was obtained

only for a (likely too) small set of molecular clusters. All scaling factors/function are

also visualized for each method in Figs S6, S7, S8, and S9.

Table S3: The single scaling factor (f), two-region scaling factors (f< and f>) for the
frequency ranges below and above 2000 cm−1, and the coefficients (A, B, C, D) for
the scaling function, obtained by fitting to the difference between the anharmonic and
harmonic vibrational frequencies, calculated using the B97-3c, r2SCAN-3c, ωB97X-3c,
and ωB97X-D/6-31++G(d,p) methods.

Methods ωB97X-D/
B97-3c r2SCAN-3c ωB97X-3c 6-31++G(d,p)

f ⋅ νharm f 0.944 0.950 0.954 0.950
f< ⋅ νharm(< 2000cm−1) f< 0.967 0.969 0.971 0.967
f≥ ⋅ νharm(≥ 2000cm−1) f≥ 0.937 0.944 0.949 0.945

A −B ⋅ νharm −
C

D+νharm

A 0.970 1.021 1.076 0.962
B 0.856×10−5 1.597×10−5 2.428×10−5 0.381×10−5

C −1.996 102.5 188.5 −2.814
D −0.0448 1517 1179 5.54
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S6.4 Experimental frequency benchmark

We compared vibrational frequencies from QC methods with identifiable fundamentals

from multiple experimental publications (see Tab. S5). Identifying fundamentals at the

low end of experimental spectra is difficult, so the comparisons are biased toward higher

wavenumbers. Peak assignment between QC and experiment used the nearest-peak

approach. Only observable fundamentals (ν0 or ν1 ← ν0) were considered; combination

bands and overtones were excluded. Experiments were in the gas phase, with other

gases often present, leading to small variations between data.

Table S4: The mean absolute errors (MAE) between experimental (νEXP) and modeled
vibrational frequencies at different QC methods and with different scaling approaches
(S(νQC)) applied. A single scaling factor of 0.950 was used for the RI-MP2 method.14

MAE

νEXP − S(νQC
harm)
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ω
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/
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31
+
+
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,p
)

R
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2/

au
g-
cc
-p
V
Q
Z

—none— 61 86 131 110 97
single scaling factor 81 52 60 39 40
two-region scaling 84 51 58 36 —
multi-region scaling 79 48 181 109 —
scaling function 82 86 54 38 —

MAEs between experimental and modeled vibrational frequencies for the five QC meth-

ods, with different scaling approaches, are shown in Tab. S4. Without scaling, B97-3c

gives the lowest MAE. However, applying any of the four scaling functions worsens

its agreement with experiment. For the other methods, all scaling functions (except

multi-region scaling) substantially reduce MAEs compared to the unscaled harmonic

approximation. Multi-region scaling performs poorly in the anharmonic region (2000–

3000 cm−1). The two-region scaling applied to ωB97X-D/6-31++G(d,p) yields the

lowest overall MAE, though the improvement over a single scaling factor is minor. We

therefore recommend the single scaling factor as a practical choice.
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Table S5: The mean absolute errors (MAE) between experimental vibrational frequen-
cies (νEXP) and modeled vibrational frequencies at different QC methods with single
scaling factor (S(νQC)) applied. The scaling factors can be found in tab. S3. A single
scaling factor of 0.950 was used for the RI-MP2 method.14 The number in rectangular
brackets shows number of obtained experimental frequencies.
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W1 [2+3+3]16–18 90 107 143 31 240 91 206 56 162 27
W2 [3+6+6+12]16,19–21 90 107 143 31 240 91 206 56 162 27
W3 [3+9]19,20 78 118 107 54 206 55 165 32 132 32
W4 [2]19 25 174 168 101 172 13 106 13 90 20
W5 [2+4]19,20 40 150 60 110 146 52 104 46 95 50
SA1 [8]22 73 139 60 109 58 45 40 69 32 63
TMA1W1 [3+7]23,24 129 148 127 127 107 111 121 98 116 114
DMA1 [1+2]25,26 54 52 84 15 88 62 119 30 102 17
DMA1W1 [3]24 93 102 105 44 89 103 100 74 85 40
DMA2 [1]26 11 64 90 10 138 69 155 20 131 43
MA1 [12]27 57 64 72 39 124 44 103 25 108 26
MA2 [6]27 70 77 106 25 113 87 112 37 95 29
FA1 [9+9]28,29 35 64 48 39 109 39 89 24 67 27
FA2 [20]28 23 63 29 44 81 25 72 20 59 24
AM1 [4]30 111 50 169 43 171 63 135 28 130 27
AM2 [3]31 76 29 143 30 257 91 195 29 183 19
MSA1 [5]32 21 99 6 72 76 31 60 34 49 59
MSA1W1 [8]32 51 55 43 41 75 29 56 35 44 28
ACA1 [16]33 38 54 47 36 106 29 79 19 70 22
ACA2 [8]33 40 20 42 18 57 28 37 12 46 18
NTA1 [1+9]34,35 56 57 62 40 132 59 106 37 78 35
NTA1W1 [3+5]34,35 44 86 79 38 168 75 166 55 122 29
NTA1W2 [4]34 74 41 88 58 137 102 113 74 125 89
NTA2 [8]34 119 94 126 100 186 105 104 30 131 93
TMA1 [4+21]25,36 30 39 30 31 61 24 46 18 50 24
Mean error [cm−1] 61 81 86 52 131 60 110 39 97 40
Weighted error [cm−1] 58 76 73 50 122 53 102 38 88 38
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S7 Hydration distributions

Figure S10: Pie charts of the hydration distribution at 100% relative humidity and
278.15 K for all studied monomers and dimers with up to five water molecules. No
hydration is indicated in red, while clusters with one to five water molecules are repre-
sented with increasingly darker shades of blue. The results were obtained for the lowest
free energy minimum at the DLPNO//DFT level of theory using quasi-harmonic ap-
proximation.
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S8 New Particle Formation Rates

S8.1 Sulfuric Acid–Dimethylamine

Table S6: Particle formation rates obtained from ACDC simulations.

SA conc. base conc. JQC+QHA JQC+QHA+HL

system T [cm−3] [ppt] RH [cm−3s−1] [cm−3s−1]
SA-DMA 278.15 K 105 1 0% 7.2 × 10−2 2.5 × 10−2

SA-DMA 278.15 K 105 1 50% 7.6 × 10−2 4.6 × 10−2

SA-DMA 278.15 K 105 1 100% 1.4 × 10−1 2.4 × 10−1

SA-DMA 278.15 K 105 10 0% 9.5 × 10−1 2.7 × 10−1

SA-DMA 278.15 K 105 10 50% 1. 5.1 × 10−1

SA-DMA 278.15 K 105 10 100% 2.2 6.6
SA-DMA 278.15 K 107 1 0% 7.4 × 102 2.5 × 102

SA-DMA 278.15 K 107 1 50% 7.9 × 102 4.6 × 102

SA-DMA 278.15 K 107 1 100% 1.6 × 103 3.8 × 103

SA-DMA 278.15 K 107 10 0% 9.3 × 103 2.7 × 103

SA-DMA 278.15 K 107 10 50% 9.9 × 103 5.1 × 103

SA-DMA 278.15 K 107 10 100% 2.1 × 104 5.8 × 104

SA-DMA 298.15 K 105 1 0% 2.2 × 10−6 1.2 × 10−6

SA-DMA 298.15 K 105 1 50% 2.2 × 10−6 1.4 × 10−6

SA-DMA 298.15 K 105 1 100% 1.7 × 10−6 7.6 × 10−7

SA-DMA 298.15 K 105 10 0% 2.1 × 10−3 1.1 × 10−3

SA-DMA 298.15 K 105 10 50% 2.1 × 10−3 1.3 × 10−3

SA-DMA 298.15 K 105 10 100% 1.7 × 10−3 7.1 × 10−4

SA-DMA 298.15 K 107 1 0% 4. 1.8
SA-DMA 298.15 K 107 1 50% 3.9 2.
SA-DMA 298.15 K 107 1 100% 2.4 8. × 10−1

SA-DMA 298.15 K 107 10 0% 4.4 × 102 1.2 × 102

SA-DMA 298.15 K 107 10 50% 4.5 × 102 1.8 × 102

SA-DMA 298.15 K 107 10 100% 6.5 × 102 5.2 × 102
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S8.2 Sulfuric Acid–Ammonia

Table S7: Particle formation rates obtained from ACDC simulations.

SA conc. base conc. JQC+QHA JQC+QHA+HL

system T [cm−3] [ppt] RH [cm−3s−1] [cm−3s−1]
SA-AM 278.15 K 105 10 0% 6. × 10−14 9. × 10−13

SA-AM 278.15 K 105 10 50% 6.5 × 10−14 1.1 × 10−12

SA-AM 278.15 K 105 10 100% 9.3 × 10−14 8.7 × 10−13

SA-AM 278.15 K 105 10000 0% 5. × 10−6 1.6 × 10−5

SA-AM 278.15 K 105 10000 50% 5.6 × 10−6 2. × 10−5

SA-AM 278.15 K 105 10000 100% 1.2 × 10−5 6.6 × 10−5

SA-AM 278.15 K 107 10 0% 6.1 × 10−8 9.2 × 10−7

SA-AM 278.15 K 107 10 50% 6.6 × 10−8 1.1 × 10−6

SA-AM 278.15 K 107 10 100% 9.5 × 10−8 8.8 × 10−7

SA-AM 278.15 K 107 10000 0% 5. 1.4 × 101

SA-AM 278.15 K 107 10000 50% 5.5 1.8 × 101

SA-AM 278.15 K 107 10000 100% 1.2 × 101 6.1 × 101

SA-AM 298.15 K 105 10 0% 1.5 × 10−19 1.1 × 10−18

SA-AM 298.15 K 105 10 50% 1.5 × 10−19 1.2 × 10−18

SA-AM 298.15 K 105 10 100% 1.8 × 10−19 7.6 × 10−19

SA-AM 298.15 K 105 10000 0% 1. × 10−8 1.3 × 10−8

SA-AM 298.15 K 105 10000 50% 1.2 × 10−8 1.5 × 10−8

SA-AM 298.15 K 105 10000 100% 1.7 × 10−8 5.1 × 10−8

SA-AM 298.15 K 107 10 0% 1.5 × 10−13 1.2 × 10−12

SA-AM 298.15 K 107 10 50% 1.5 × 10−13 1.2 × 10−12

SA-AM 298.15 K 107 10 100% 1.8 × 10−13 7.8 × 10−13

SA-AM 298.15 K 107 10000 0% 1. × 10−2 1.3 × 10−2

SA-AM 298.15 K 107 10000 50% 1.2 × 10−2 1.5 × 10−2

SA-AM 298.15 K 107 10000 100% 1.7 × 10−2 5. × 10−2
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S8.3 Methanesulfonic Acid–Methylamine

Table S8: Particle formation rates obtained from ACDC simulations.

SA conc. base conc. JQC+QHA JQC+QHA+HL

system T [cm−3] [ppt] RH [cm−3s−1] [cm−3s−1]
MSA-MA 278.15 K 105 1 0% 2.3 × 10−14 2.6 × 10−14

MSA-MA 278.15 K 105 1 50% 2.4 × 10−14 3.5 × 10−14

MSA-MA 278.15 K 105 1 100% 5.4 × 10−14 4.8 × 10−13

MSA-MA 278.15 K 105 100 0% 8. × 10−7 4.2 × 10−7

MSA-MA 278.15 K 105 100 50% 8.4 × 10−7 4.9 × 10−7

MSA-MA 278.15 K 105 100 100% 1.4 × 10−6 1.7 × 10−6

MSA-MA 278.15 K 107 1 0% 2.9 × 10−8 3.3 × 10−8

MSA-MA 278.15 K 107 1 50% 3. × 10−8 4.4 × 10−8

MSA-MA 278.15 K 107 1 100% 6.7 × 10−8 5.7 × 10−7

MSA-MA 278.15 K 107 100 0% 6.9 × 10−1 3.8 × 10−1

MSA-MA 278.15 K 107 100 50% 7.4 × 10−1 4.6 × 10−1

MSA-MA 278.15 K 107 100 100% 1.4 1.7
MSA-MA 298.15 K 105 1 0% 2.2 × 10−20 1. × 10−20

MSA-MA 298.15 K 105 1 50% 2.3 × 10−20 1.2 × 10−20

MSA-MA 298.15 K 105 1 100% 3.8 × 10−20 1.1 × 10−19

MSA-MA 298.15 K 105 100 0% 2.1 × 10−12 8.7 × 10−13

MSA-MA 298.15 K 105 100 50% 2.2 × 10−12 1. × 10−12

MSA-MA 298.15 K 105 100 100% 3.6 × 10−12 5.4 × 10−12

MSA-MA 298.15 K 107 1 0% 2.8 × 10−14 1.3 × 10−14

MSA-MA 298.15 K 107 1 50% 2.8 × 10−14 1.5 × 10−14

MSA-MA 298.15 K 107 1 100% 4.9 × 10−14 1.4 × 10−13

MSA-MA 298.15 K 107 100 0% 2.1 × 10−6 8.7 × 10−7

MSA-MA 298.15 K 107 100 50% 2.2 × 10−6 1. × 10−6

MSA-MA 298.15 K 107 100 100% 3.6 × 10−6 5.4 × 10−6
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